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0.1 The COMPAS data

Table 1 shows the confusion matrices for Black and white defendants, respectively, based on the
actual COMPAS data.

Table 1: Confusion matrices for COMPAS defendants.

(a) Black defendants

Low High Total
Surv 990 805 1795
Recid 532 1369 1901
Total 1522 2174 3696

(b) white defendants

Low High Total
Surv 1139 349 1488
Recid 461 505 966
Total 1600 854 2454

0.2 Disparate impact

Consider the following mathematical definition of disparate impact

Pr(𝐻𝑖𝑔ℎ|𝑊ℎ𝑖𝑡𝑒)
Pr(𝐻𝑖𝑔ℎ|𝐵𝑙𝑎𝑐𝑘) < 1 − 𝜖 ,

where 𝜖 is a small positive constant, and the algorithm exhibits 𝜖-disparate impact if and only if
this inequality is true.

(1) What would it mean for the LHS to equal 1?

(2) How far from 1 would you tolerate this score deviating before alleging bias? Determine a
value for 𝜖 in your group.

(3) Compute the disparate impact score using the definition and confusion matrices in Table 1.

(4) How does this score relate to ProPublica’s allegations in Angwin et al. (2016)?
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0.3 Equalized Odds

An algorithm exhibits 𝜖-equalized odds if and only if:

|Pr(𝐻𝑖𝑔ℎ|𝑊ℎ𝑖𝑡𝑒 ∩ 𝑆𝑢𝑟𝑣𝑖𝑣𝑒𝑑) − Pr(𝐻𝑖𝑔ℎ|𝐵𝑙𝑎𝑐𝑘 ∩ 𝑆𝑢𝑟𝑣𝑖𝑣𝑒𝑑)| < 𝜖

for some 𝜖 > 0.

(5) Does the COMPAS algorithm exhibit equalized odds (using your value of 𝜖)?

(6) Is COMPAS biased according to equalized odds? What values of 𝜖 would you be willing to
tolerate?

0.4 Well-calibration

An algorithm is said to be 𝜖-well-calibrated if and only if:

|Pr(𝐻𝑖𝑔ℎ|𝐵𝑙𝑎𝑐𝑘) − Pr(𝑅𝑒𝑐𝑖𝑑𝑖𝑣𝑎𝑡𝑒𝑑|𝐵𝑙𝑎𝑐𝑘)| < 𝜖 ,

for some 𝜖 > 0 and for all groups (e.g., the property holds for white defendants as well).

(7) Is COMPAS well-calibrated? What, if any, rebuttal would you make against ProPublica’s
claims of bias?
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